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**Abstract**

Per federal regulations, closed captioning is required for much Internet content. This is sometimes down with automatic captioning, where algorithms are used to create captions. However, due to technological limitations, these methods are often inaccurate and not useful. To solve this issue, we want to create an automatic captioning app that is both accurate and intuitive to use. We plan to do this by devising a captioning method that uses machine learning algorithms for better accuracy, and an application that can operate with web-based video players. To test our application, we will run evaluations on several potential algorithms using industry standard datasets, and conduct focus groups to determine the usability and benefits of the application. Ultimately, we expect the chosen algorithm to exceed current average scores for captioning and for the application to receive generally favorable responses. In terms of logistics, we expect the project to take about a month in total at a cost of several thousand dollars for equipment and facility rentals.

**Research Question**

The purpose of this research proposal is to develop and test an application that can automatically generate closed captions for Internet-based video players using machine learning techniques that can produce captions within a reasonable range of accuracy.

**Aim 1: Devise a machine learning algorithm that can create captions with a reasonable degree of accuracy.**

Our first aim is to devise and implement a machine learning algorithm that can automatically create closed captions with a reasonable degree of accuracy based on metrics for measuring the natural language accuracy of machine-generated text. Rather than develop our own algorithm, we plan to adapt several existing methods for caption generation and provide each one with test data to determine the most accurate method for use.

**Aim 2: Create an application that can take in videos and display captions on top of the videos.**

Our second primary aim is to develop an Internet browser extension that is interoperable with web-based video players. Users should be able to use this application to generate captions for video content, which will then be overlayed on the source video. This application is meant to solve the issue of videos that either do not contain captions or use methods for automatically generating captions that are not sufficiently accurate or readable.

**Background/Significance**

Closed captions are the “visual display of the audio portion of video programming” and are meant to convey dialogue and other information to deaf and hard-of-hearing individuals (FCC, 2021). Due to the relatively common frequency of hearing disabilities in the American populace (NIDCD, 2021), the federal government mandates that certain types of multimedia content include closed captions (FCC, 2021). To fulfill this requirement, many multimedia providers, such as YouTube, elect to create captions automatically through algorithmic methods. The most common of these methods is called Automatic Speech Recognition, or ASR. ASR creates captions by parsing audio samples into smaller samples, which are then processed through a speech recognition algorithm to identify words ([Google Cloud](https://cloud.google.com/speech-to-text/docs/basics)). However, conventional ASR does not produce particularly accurate closed captions and generally reaches only 60% to 70% accuracy ([Bond, 2014](https://www.3playmedia.com/blog/are-automatically-generated-captions-transcripts-detrimental-video-seo/)).

A lack of accurate captions can have severe ramifications for an organization. For example, many search engines now consider the quality of closed captions and other assistive page rankings. Having inaccurate captions can reduce the ranking of the offending web page and may cause the page to be delisted if the issue persists ([Bond, 2014](https://www.3playmedia.com/blog/are-automatically-generated-captions-transcripts-detrimental-video-seo/)). Most importantly, however, inaccurate captions may constitute a legal liability. Depending on the type of content involved, inaccurate captions may be a violation of Federal Communications Commission regulations. There is also the chance of civil liability, which was seen in 2015 when the National Association of the Deaf sued Harvard University and the Massachusetts Institute of Technology for having nonexistent or captions on their educational videos ([Rosenblum, 2015](https://www.nad.org/2015/02/17/nad-sues-harvard-and-mit-for-discrimination-in-public-online-content/)). Thus, providing accurate closed captions is in the best interest of organizations in order to protect themselves from liability and fines.

Many of the recent advancements in automatic closed captioning have with the introduction of a machine learning tool called a neural network. Neural networks are composed of a series of “node layers”, where each node performs its own calculation. Each node has an “associated weight and threshold” and will pass its data to other nodes if its calculation reaches these requirements. This connectivity allows neural networks to “learn and improve their accuracy” with repeated calculations but requires a large amount of data to be effective ([IBM Cloud Education, 2020](https://www.ibm.com/cloud/learn/neural-networks)). Still, the use of neural networks in captioning has provided promising results. For example, a captioning method called cLSTM-RA uses a neural network to power a functionality called a “residual attention mechanism”, which allows it to discern finer details in videos (Yang et al., 2020). When tested on the Flickr30k dataset, the cLSTM-RA method scored a 70.5 on the BLEU natural language test, which was higher than all other captioning methods sampled (Yang et al., 2020).

**Methods/Research Plan**

*Design*

To determine the optimal machine-learning algorithm to employ for our application we will be running a multitude of real time captioning tests using four methods: generative adversarial network, neural machine translation, recurrent neural network, and a triple module encoder-decoder. Each algorithm will be run on about 1000 seconds (about 16 and a half minutes) of video media designed for closed captioning. The resulting captioned dataset will be randomized when presented to a group of sample users for qualitative analysis. Each algorithm will be tested for 1) accuracy of outputted dialogue and descriptive text [Aim 1], 2) quality and accuracy of the text on screen [Aim 2], and 3) Perceived quality of captions to real users.   
*Sample/Sample Size*

(1)(2) Two datasets will be used for training each algorithm before final analysis. Each algorithm will be given the same data in the same order to ensure fair and consistent results. Dataset 1 is called MSCOCO, the industry standard training set consists of 300,000 images with 5 captions per image. MSCOCO is good for training short-descriptive capabilities over a wide range of genres. Dataset 2 is called Flickr30k, consisting of 30,000 images with 158,000 captions spread out among them. Flickr30k tests for long descriptive capabilities of complex imagery.

(3) A survey consisting of multiple choice and free response questions will be given to our focus group after they view 5 minutes of randomized captioned footage each. Each participant must watch footage on the iPhone, the laptop, and the TV. The footage will be the same for each device.

*Setting*

Algorithms will be tested in an air-conditioned computer laboratory where the computers can run uninterrupted. A multimedia room is used to view the final product of the algorithms and analysis of quantitative measures conducted there. Study participants will be invited to the multimedia room after quantitative analysis has been completed. The captioned video will be displayed on an iPhone 11, a 15” laptop monitor, and a 55” TV. Participants watch 5 minutes of video on each device and afterwards, are given time to complete their qualitative assessment survey.

*Protocol*

The algorithms will run on separate computers. Each computer trains with datasets for one 24-hour cycle. After the algorithm is trained, the automated AT metric tests are run only once per algorithm. Initial results for the test are stored in one file per algorithm contained on the algorithm’s host computer, and then collected on a shared external drive for analysis.

Survey takers are asked to watch a total of 15 minutes of captioned footage before filling out the survey. There is a 15-minute time limit for completion of the survey, but the survey should take no more than 7 minutes to complete. It is to be ensured the area is free of distractions, which includes asking the survey taker to turn off their cellphone.

*Analysis Plan*

There are two end goals that the analysis portion of the outcomes wishes to achieve. One of these goals is to compare the results of each technique on each dataset using the four most common machine learning tests to determine the accuracy of the captions. Quantitative analysis of caption correctness will be based on accuracy of produced text (AT), visual quality of the text on-screen (VQ), and quality of descriptive language (QL). AT is the derived average of scores from four separate metrics used in testing the accuracy of machine translated text. BLEU, METEOR, ROGUE, and CIDEr are all used as industry standard analysis tools. AT is scored on a scale from 0 to 1.

The second goal of our analysis is to measure the visual appeal of the text generated on screen, as well as the quality of descriptive text for HoH/deaf people. Because there are no standard metrics for measuring visual appeal of on-screen text the survey will contain questions regarding the visual appeal of the text on screen and ask survey-takers multiple questions with a 0 to 1 rating system, with options of 0.1 increments. VQ is the average of scores received from those survey questions. Survey questions pertaining to descriptive language for HoH/Deaf individuals are recorded with the same 0 to 1 rating system. QL is the average of those scores. For all metrics: an average score is around 0.5, a good score is 0.6 to 0.7, an excellent score is 0.8 to 0.9. The survey also contains open response sections that gauge the overall experience users had with our software, these questions are designed to identify future features or critical errors, otherwise undetectable via metrics.

**Outcomes and Expectations**

Given the requirements that our research plans to achieve as well as the necessary factors to accomplish said goal, our envisioned outcomes have been split between two aims that seek overall improvement with the method being researched and a more user-friendly version of a browser extension which any user can navigate.

*Aim 1*

For the first aim, our goal is to provide a technique that should provide immediate improvement in accuracy over existing methods. One way we would be able to decipher the data given from these experiments is using BLEU, which measures the accuracy of machine-generated text at a sentence level (Papineni et al, 2002), METEOR, which measures the accuracy of text at a word level (Lavie et, 2007); and ROGUE, which measures the accuracy of machine-generated text with substrings, or parts of sentences (Lin, 2004). All three metrics compare the text generated by the machine learning algorithm by a set of expected results. This is especially important as the Dr. Somang Nam, Dr. Deborah I. Fels, and Dr. Mark H. Chignell wrote in their article “Modeling Closed Captioning Subjective Quality Assessment by Deaf and Hard of Hearing Viewers” that findings revealed that hard of hearing “viewers would be more likely to detect caption errors if captions were missing more words” (Nam, Fels, Chignell, Modeling Closed Captions). We must also consider that there exist other factors which “may affect the quality assessment of a viewer, such as the pace or complexity of the visual content that is contained in different genres […] or familiarity with the content topics” (Nam, Fels, Chignell, Modeling Closed Captions). For these reasons, our expect our technique to score around 60 to 80 marks on all natural language tests as an average. We desire to achieve an impact where the adapted technique improves not only the accuracy of the words, but also the grammar and the vocabulary to make it easier to understand. This way, the user does not have to focus on grammatical or unconcise sentences, rather would pay attention to the information presented in the captions themselves.

*Aim 2*

The second aim we wish to reach is that the focus group which we will present with a questionnaire tally at least a 3 on all the questions that will be asked within the survey. This is imperative as computerized examinations can only go so far into creating a general perspective of the effectiveness of our technique. If our survey group does not think whether our method was useful or not, we will not get far with conducting more research. We need an application that is effective and easy to use, where reliability and efficiency are the heart of the extension. Dr. Sheryl Burgstahler wrote in her article “Creating Video and Multimedia Products That Are Accessible to People with Sensory Impairments” that to make attractive and functional captions, the following must be included: Use one or two lines of text, use both uppercase and lowercase letters, use a simple sans-serif font, ensure high contrast” among others (Dr. Sheryl Burgstahler, “Creating Video and Multimedia Products”). This way the captions are not impaired by the visuals on the screen. Articles such as “Methods of Improving and Optimizing React Web-applications” written by Filip Pavic and Ljiljana Brkic support the fact that “data showed the impact loading time has on user experience and users’ subsequent actions, highlighting the need for web application optimization (Pavic, Brkic, “Methods of Improving and Optimizing”). The impact that a good user design would have on our users would not only shift attention to our application for use in general purpose areas as well as specialized ones, but it would allow us to work with all kinds of videos and images. The MSCOCO data will be especially useful here as it gives insight to how well the data performed in giving accurate descriptions and we feel that given our well-rounded adapted technique allows us to achieve this. Combining this data with what Dr. Burgstahler commented on caption-captivating methods creates a strong connection between what the users eyes will see as a sentence on the screen as well as the comprehension that drives their brain in the understanding of the information.

**Proposed Timeline**

The general timeline of this entire experiment relies on two different types of development to occur. These two types of development consist of the first aim, the machine learning technique, and the second aim, an application to take in videos to caption. Both types of development can and would occur at the same time in order to test the application in its entirety among volunteers.

Aim 1 focuses on building the caption generation algorithm. For this algorithm to be built, multiple items need to be considered. These items consist of programming the algorithm, training the algorithm, and analyzing the results of the training. The programming of the algorithm can take varying amounts of time due to the need for revisions to the algorithm’s programming. It is expected that the base programming for the algorithm will take an estimate of around two weeks to a month. The next aspect to consider is to test and train the algorithm with proper data, which is expected to take one to two weeks. The last item to consider on this timeline for the first aim is to analyze the data that was constructed via the development of the data. This is expected to extend around one to two weeks of time and could possibly extend the programming of the algorithm to two to three extra weeks for further optimization.

Aim 2 focuses on developing the web extension that is meant to use the captioning algorithm from aim 1. The development of this web extension will take place during the development of the algorithm in order to finish both aspects at around the same time. The first part of the web extension development is to create a mechanism where videos can be taken or analyzed by the extension to allow the algorithm to achieve its job. This is expected to take around one to two weeks but could always take longer if there is possible incompatibility with different types of media sources available. The next aspect that needs to be developed afterward is the ability to display the closed captions, which are generated or output by the algorithm from aim 1. This aspect could take around one to two weeks in order to develop the methodology to display the captions but could take one to two weeks longer depending on how incomputable the data exported from the algorithm is or not. Constructing the entire application together with the algorithm is the last part in order to finish the development of aim 1 and aim 2, which is estimated to take around a week to make sure that the application remains stable before volunteer testing. The last piece of the timeline is to test the entire program with potential volunteers, which is estimated to take a duration of around a week to find possible volunteers and to gain a large testing data set.

**Budget**

A budget is necessary in order to facilitate the development and testing of this web extension that would extend to both aims. When developing the algorithm for caption creation, it is vital to test every technique that is available to us to understand which technique would be best optimized for this caption extension. It is estimated that there are around six different techniques that we need to test. Based on an article by Brian Benton from Redshift, a general workstation computer that could be used to test these different machine learning techniques costs around $500 to $1000(Benton 2013). The general average cost of each computer is about $750, making it around $4,500 in order to purchase a computer per technique that we need to test. The datasets which are used to test and train each machine learning technique can be obtained freely and will not be included in the overall budget. Much of the development for the second aim can be achieved through the computers used to develop the caption algorithm. The last portion of the budget is used in order to create a testing environment with volunteers.

Creating a good testing environment with volunteers requires a need for a proper conference room to conduct tests, a series of laptops or computers to host the web extension for the volunteers to test, and lastly money in order to entice volunteers into volunteering. The act of renting a conference has a general cost of around $70 to $160 per hour in order to conduct our necessary tests in which the average cost ends up being about $115 per day ([Peerspace](https://www.peerspace.com/resources/rent-hotel-conference-room/)). The laptops necessary for testing the web application can be rather cheap, in which case Chromebooks can be used with an average price of about $150 per laptop (Pickard 2020). A good sample size of volunteers should consist of about five to ten people per test and generally, around three tests would be nice to confirm the usability of the web extension. Volunteers would need to be compensated or to be enticed with a cash reward for their time, which is expected to be around $25 to $50 or an average of $38 of compensation for each volunteer. With there being an average of seven people per test, the general cost to manage each test is around $1050 for seven lower-end laptops for testing and around $266 for each test's compensation. The budget will total around $6550 if there is only one day for 3 sets of testing with groups of around seven people.
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